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“We operate in a world where technology is omni-
present, profoundly transforming society, 
businesses and organizations. […]” 

- Capgemini, CEO, Aiman Ezzat [2]

Strategic Collaboration Agreement (SCA) [3] 
Connected Defence

Stakeholder
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Dislocation - Project OmniAware

Cloud-Native: Leverages the scalability and flexibility 
of the AWS cloud infrastructure 

Data-Driven: Enables informed decision-making 
through real-time data analysis. (Telemetry, Images, 
etc.) 

Defence-Compliant: Meets stringent security and 
regulatory requirements. (Security Controls, 
Confidential Computing) 

Monitoring and AI-Assisted Decision-Making: 
Delivers continuous mission awareness through RT 
anomaly detection, model-driven threat assessments 
and adaptive alerting. Leverages the latest AI models 
with support for sensor fusion and dynamic retraining. 
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RQ1: 

How can a cloud-native defence architecture be designed to ensure compliance with the NATO Architecture 
Framework Version 4 (NAFv4) while supporting secure and scalable mission-critical operations? 

RQ2: 

What are the key security challenges in defence cloud infrastructures and how can a confidential computing-
based security model be validated to ensure compliance with defence security standards? 

RQ3: 

How can interoperability between cloud, edge and HPC environments be ensured in a defence cloud 
infrastructure while maintaining security and operational efficiency?

Research Questions
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Architecture and Design (NAFv4/WAF) 

NATO Architecture Capability Team, ArchiMate 
Modeling Guide for NAFv4 

NAFv4, ArchiMate, Archi 

Deployment Context and Implementation 

AWS 

Accounts: GroupIT, AWS Guild Germany 

Region: eu-west-1 (Ireland), eu-central-1 (Frankfurt) 

AWS CLI, CloudFormation, YAML-Templates, JSON 
Formats, Shell-/Python-Scripts

Architectural and Experimental Methodology 

RQ1: Architectural modelling using NAFv4 conceptual 
views (e.g. NCV-2, NSOV-3, NSV-6) to derive compliance- 
and mission-driven system architecture. 

RQ2: Implementation of Confidential Computing with at 
least two TEE nodes (Nitro Enclaves, AMD SEV-SNP) 
including Remote Attestation and Policy-based Secret 
Management via Vault with Logging. 

RQ3: Development of secure interface layer (API 
Gateway, NGVA schema) to demonstrate interoperability 
and NATO compliance.

Architecture, Deployment and Methodology



RQ1: How can a cloud-native defence architecture be designed to ensure compliance 
with the NATO Architecture Framework Version 4 (NAFv4) while supporting secure and 
scalable mission-critical operations?

Figure 2: NAF Grid [4]

“It has resulted in the minimum number of 
ArchiMate element use to fulfil the needs of NAFv4, 
although there is some repetition of object usage. It 
is not intended to be a 1:1 mapping of ArchiMate to 
NAFv4.” [4]

Figure 1: Example - NCV-1 [4]



RQ1: How can a cloud-native defence architecture be designed to ensure compliance with the NATO 
Architecture Framework Version 4 (NAFv4) while supporting secure and scalable mission-critical 
operations?

Figure 3:  NAV-1 - OmniAware Standards and Reference Architecture
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RQ1: How can a cloud-native defence architecture be designed to ensure compliance 
with the NATO Architecture Framework Version 4 (NAFv4) while supporting secure and 
scalable mission-critical operations?

“AWS Well-Architected […] Built around six pillars - 
operational, excellence, security, reliability, 
performance efficiency, cost optimization, and 
sustainability - […] to evaluate architectures and 
implement scalable designs” [5] 

Best Practices 

Drawing and diagramming tools: Draw.io, 
Creately, Figma, […] 

AWS architecture icons
Figure 4: Example - Git to S3 Webhooks [5]



RQ1: How can a cloud-native defence architecture be designed to ensure compliance 
with the NATO Architecture Framework Version 4 (NAFv4) while supporting secure and 
scalable mission-critical operations?

Figure 5:  PHM - High-Level Overview of the Reference Architecture
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RQ1: How can a cloud-native defence architecture be designed to ensure compliance 
with the NATO Architecture Framework Version 4 (NAFv4) while supporting secure and 
scalable mission-critical operations?

Figure 6:  NSV-4a - PHM LZ Policy Enforcement

Figure 7:  NSV-6 - PHM LZ System State Lifecycle
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Implementation 

AWS 

Accounts: GroupIT, AWS Guild Germany 

Region: eu-west-1 (Ireland), eu-central-1 
(Frankfurt) 

Standards, Frameworks and Best Practices 

AWS Well-Architected Framework 

AWS Foundational Technical Review

Figure 8:  CI/CD Pipeline for Secure Deployment of Landing Zone Components

RQ2: What are the key security challenges in defence cloud infrastructures and how 
can a confidential computing-based security model be validated to ensure compliance 
with defence security standards?
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RQ2: What are the key security challenges in defence cloud infrastructures and how 
can a confidential computing-based security model be validated to ensure compliance 
with defence security standards?

Table 1: Remote Attestation and Key Management Prototype

Deployment Methodology for the Prototype 

Path A: Nitro Enclave-Based Remote Attestation 

Path B: SEV-SNP-Based Remote Attestion 

Path B (completed) contained 

Environment Setup, Attestation Channel Setup, Vault 
Deployment and Joint Configuration 

Key Policy Enforcement, Test Secret Provision and 
Access, Validation and Logging 

Fully automated/partially automated deployment
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RQ2: What are the key security challenges in defence cloud infrastructures and how 
can a confidential computing-based security model be validated to ensure compliance 
with defence security standards?

Figure 9:  Excerpt of Instance Deployment - 
OmniAware-EC2-Vault

Figure 10:  Minimal Python tool to generate a signed SEV-SNP attestation JWT
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RQ3: How can interoperability between cloud, edge and HPC environments be ensured 
in a defence cloud infrastructure while maintaining security and operational 
efficiency?

Figure 11:  Excerpt of JSON Schema Draft-04 - Sample 
Telemetry Schema for Test Purposes

Figure 12:  NGVA - Sample JSON Data Model, simplified
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Figures 13:  OmniAware-EC2-SEV-SNP - Excerpts of SEV-SNP status 
checks

Figures 15:  OmniAware-
EC2-SEV-SNP - Excerpts 
of TCB attestation (1/2)

Figures 16:  OmniAware-EC2-SEV-SNP - 
Excerpts of TCB attestation (2/2)

Path B - SEV-SNP

Figures 14:  OmniAware-EC2-SEV-SNP - Excerpts of SEV-SNP guest 
driver init
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Figure 17: OmniAware-EC2-Vault - Vault Key Attestation-Test - Transit Key Creation

Figure 18: OmniAware-EC2-Vault - Vault Message Encryption - Encoding of Plaintext with base64 and 
encryption with Transit Key

Figure 19: OmniAware-EC2-Vault - Vault Message Decryption - Decryption with Transit Key

16-23
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Path B - Vault, Secret Transit Engine

Figure 20: OmniAware-EC2-SEV-SNP-Ubuntu - JWT-Login via Remote Attestation

Figure 21: OmniAware-EC2-SEV-SNP-Ubuntu - Vault Message Decryption with Transit Key
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Figure 22: OmniAware-EC2-Vault - Vault Audit-Log-Events (1/2)
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Secure Ingest Gateway - Image

Figure 25:  Sample Picture

Figure 23:  Encoding of Sample Picture with base64

Figure 24:  Excerpt of base64 encoded Sample Picture
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Insights - Architecture, Design and Implementation

NAFv4-Driven Modelling Approach 

Strategic-to-runtime traceability via NSV, NPV and NSOV views 

Systematic decomposition aligned with mission and compliance needs 

Security Architecture via Trusted Views 

NSV-4a/6 and NPV-3 modelled trust anchors, attestation flows and key usage 

Interfaces (NSOV-2/3) implemented as zero-trust API boundaries 

TEE-Based Security Execution with Vault 

Dual-path attestation validated via AWS Nitro Enclaves and AMD SEV-SNP 

JWT-based trust workflows confirmed cryptographically and operationally 

Vault Transit Engine enforced data-in-use protection with policy-bound secrets 

Ingestion Pipeline 

NGVA API Gateway and structured logs enabled secure ingest to AWS Datalake

Future Extensibility 

The design allows optional integration of sensor modules, Digital 
Twin simulations and real-time data visualisation layers 

Architecture supports modular extension without compromising 
core trust primitives 

Vault-based architecture and JWT workflows are modular and 
extendable to other policy engines or enclaves 

Prototype components (API Gateway, telemetry ingestion) can be 
hardened and scaled via IaC (e.g. Terraform, OPA) 

Next-gen extensions could target fully automated trust pipelines 
and policy-controlled data access



Introduction Thesis Validation Results Conclusion

20-23

01.02.2025 - 30.06.2025 

Phase I: Limited project maturity and parallel exam preparation 
reduced available focus and continuity. 

01.02.2025 - 31.03.2025 

Phase II: Increased project scope and involvement in strategic and 
BD-related tasks led to competing priorities and fragmented capacity. 

01.04.2025 - 31.05.2025 

Phase III: Tight timelines and coordination efforts across stakeholders 
posed significant constraints on implementation and documentation. 

01.06.2025 - 21.06.2025 

Phase IV: Final synchronisations under deadline pressure, including 
printing logistics and latency, introduced additional stressors. 

22.06.2025 - 30.06.2025

Challenges

Cross-phase 

Balancing defence-grade implementation depth with academic 
formalism 

Aligning security design iterations with rapidly evolving AWS 
primitives 

Coordinating distributed team input across time zones and 
priorities 

Translating complex experimental architecture (e.g. Confidential 
Computing, Remote Attestation) into reproducible thesis artefacts 

Managing dual publication requirements (academic and industrial) 
without overlap or disclosure risk



Evaluation and Outlook

Research Answers 

Architecture is NAFv4-compliant, mapped to NATO models and 
implemented using formalised cloud-native views (via ArchiMate). 

Key security challenges such as trust gaps and classified data have 
been mitigated through TEE-based policy enforcement, Vault 
integration and attestation. 

A secure, interoperable interface architecture was implemented, 
separating data/control planes and aligning with zero-trust 
networking principles in line with NATO guidelines

Operational Integration 

Platform design supports integration with sensor networks, mission 
systems and simulation tools. 

Future Extensions 

Next steps include RT visualisation, predictive simulations and AI-
based decision support via Digital Twin and confidential analytics 
pipelines. Potential extensions include systems with TEE-based 
execution for tactical integrity and operational safety. 

Scalability Across Domains 

The system is modular and scalable across NATO, EU and national 
deployments, supporting both edge and HPC use cases

OmniAware sets the stage for a trusted digital doctrine, 
enabling sovereign, NATO-aligned defence architectures 
that scale from PoC to full operational readiness. Its 
adaptable blueprint can inform future procurement, 
certification and capability planning initiatives across 
multi-domain coalitions.
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