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 Stakeholder



3-24

Introduction Thesis Methodology Results Conclusion

 Dislocation



 Requirements: 

Confidentiality (GPDR compliance) 

High Performance (Big Data and Artificial Intelligence) 

Flexibility (Private Cloud) 

Approach: 

AMD Infinity Guard (incl. AMD SEV) 

HPC hardware (CPU: AMD EPYC 75F3, …) and 
software components (OpenMPI/SLURM, …) 

Virtualization and cloud-services 
(OpenStack/QEMU-KVM)
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 RQ1: How does the security attestation of TEEs work? 

 RQ2: How is Usability affected when TEEs are implemented in a confidential 
HPCaaS? 

 RQ3: How is Performance affected when TEEs are implemented in a 
confidential HPCaaS?
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 Deployment 

 OpenStackClient 

 Terraform 

 Ansible 

 OpenMPI 

 SLURM 

 GROMACS
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 Approach 

 RQ1: One node, AMD SEV enabled, Certificate 
inspection 

 RQ2: General deployment, configuration and 
operation of HPC cluster, determination and 
evaluation of usability 

 RQ3: GROMACS benchmarks over SLURM/
OpenMPI 

 1/3/10 nodes



 RQ1: How does the security attestation of TEEs work? 
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 RQ1: How does the security attestation of TEEs work? 



 RQ2: How is Usability affected when TEEs are implemented in a confidential 
HPCaaS?
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 RQ2: How is Usability affected when TEEs are implemented in a confidential 
HPCaaS? 

EN ISO 9241-11:2018
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 RQ2: How is Usability affected when TEEs are implemented in a confidential 
HPCaaS? 

Frontend



 RQ2: How is Usability affected when TEEs are implemented in a confidential 
HPCaaS? 

Backend
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 RQ2: How is Usability affected when TEEs are implemented in a confidential 
HPCaaS? 

Backend  Prerequisites: 

QEMU-KVM with libvirt.virt_type (driver) 

At least one of the Nova compute nodes must be 
capable of supporting SEV 

Flavor/image requirements: 

Flavor property hw:mem_encryption=true 

In any case, SEV instances have to have 
their boot images with hw_firmware_type 
property set to uefi 

Images property have to have 
hw_machine_type=q35 or per compute 
node via libvirt.hw_machine_type set to 
x86_64=q35

 Limits: 

Permanent: 

On the first generation of EPYC 
machines, the number of guests is 
limited to 15 

OS needs to support SEV 

Impermanent: 

Live migration and suspension of VMs 

PCI passthrough to VMs 

Boot disk limited to virtio



 RQ3: How is Performance affected when TEEs are implemented in a 
confidential HPCaaS? 
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 RQ3: How is Performance affected when TEEs are implemented in a 
confidential HPCaaS? 

ISO/IEC/IEEE 15939:2017
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 RQ3: How is Performance affected when TEEs are implemented in a 
confidential HPCaaS? 

Benchmarks - MFLOPS Accounting
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 RQ3: How is Performance affected when TEEs are implemented in a 
confidential HPCaaS? 

Benchmarks - Time Accounting



 Course of project 

 01.09.2023 - 15.01.2024 

 Phase I: Information gathering, familiarisation with the LRZ Compute Cloud (CC) 

01.09.2023 - 01.10.2023 

 Phase II: Writing the thesis 

02.10.2023 - 08.12.2023 

 Phase III: Writing the thesis, Working on DigiMed prototype system 

09.12.2023 - 15.01.2024
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 Challenges 

 Phase I: Information gathering, familiarisation with the LRZ Compute Cloud (CC) 

 Complexity and limits 

 ISO norm sources 

 Structure 

 Phase II: Writing the thesis 

 Set up the access to the prototype 

 Portability of seminar work 

 Set up failover strategies in case of failure in different layers 

 Programmierprojekt 

 Phase III: Writing the thesis, Working on DigiMed prototype system 

 Balance between external work and writing 

 Scheduling possibilities of correction 

 Adjustments regarding complexity and limits 

 Programmierprojekt
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 RQ1: How does the security attestation of TEEs work? 

 Guest requests an attestation report and finally verifies it 

 Interactions are done via VirTEE tools 

 Security attestation was not available as AMD SEV was not available to its full extent, SNP features were necessary 

 RQ2: How is Usability affected when TEEs are implemented in a confidential HPCaaS? 

 Frontend: Users need to choose the right image to deploy a VM with SEV enabled 

 Backend: SEV partition is limited to 15 guests per host, SEV prerequisites need to be fulfilled on the OpenStack flavour or image 

 RQ3: How is Performance affected when TEEs are implemented in a confidential HPCaaS? 

 Performance of SEV partition is slightly lower than the one of the non-SEV partition 

 Occasionally even better 

 Figures seem satisfying, the number of nodes is limited to ten 
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 Next steps: 

 Full implementation of AMD SEV-SNP 

 Migration of real use cases 

 Capacities of up-scale HPC cluster 
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