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P Requirements:

2 Confidentiality (GPDR compliance)
P High Performance (Big Data and Artificial Intelligence)

P Flexibility (Private Cloud)
? Approach:
? AMD Infinity Guard (incl. AMD SEV)

>HPC hardware (CPU: AMD EPYC 75F3, ...) and
software components (OpenMPI/SLURM, ...)

P Virtualization and cloud-services
(OpenStack/QEMU-KVM)

Introduction Thesis

Description

Lenovo ThinkSystem SR665

Lenovo ThinkSystem SR665

Lenovo ThinkSystem SR665

Description

Lenovo ThinkSystem SR665

Lenovo ThinkSystem SR665

Lenovo ThinkSystem SR665

Management servers
CPU RAM

1x AMD EPYC 75F3
32 cores @2.95GHz up to 4.0GHz, 8 Memory Channels 4x 64 GB DDR 4

1x AMD EPYC 75F3
32 cores @2.95GHz up to 4.0GHz, 8 Memory Channels X 64 GB DDR 4
1x AMD EPYC 75F3

32 cores @2.95GHz up to 4.0GHz, § Memory Channels - &4 GB DDR4

Compute servers

CPU RAM

2x AMD EPYC 75F3

32 cores @2.95GHz up to 4.0GHz, 8 Memory Channels 16x 64 GB DDR 4
2x AMD EPYC 75F3

32 cores @2.95GHz up to 4.0GHz, 8 Memory Channels 16x 64 GB DDR 4
» o 16x 64 GB DDR 4

32 cores @2.95GHz up to 4.0GHz, 8 Memory Channels

Methodology Results

2x 3.84TB SATA SSD

2x 3.84TB SATA SSD

2x 3.84TB SATA SSD

1x 800GB NVMe SSD

1x 800GB NVMe SSD

1x 800GB NVMe SSD

Network
1x 100GbE
1x 40GbE
1x 1GbE
1x 100GbE
1x 40GbE
1x 1GbE
1x 100GbE
1x 40GbE
1x 1GbE

Network
1x 100GbE
1x 40GbE
1x 1GbE
1x 100GbE
1x 40GbE
1x 1GbE
1x 100GbE
1x 40GbE
1x 1GbE
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P RQ1: How does the security attestation of TEEs work?

P RQ2: How is Usability affected when TEEs are implemented in a confidential
HPCaaS?

P RQ3: How is Performance affected when TEEs are implemented in a
confidential HPCaaS?
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? Deployment > Approach
» OpenStackClient ? RQ1: One node, AMD SEV enabled, Certificate
Inspection

P Terraform
? RQ2: General deployment, configuration and

? Ansible operation of HPC cluster, determination and
evaluation of usability

2 OpenMPI

P RQ3: GROMACS benchmarks over SLURM/
» SLURM OpenMP
? GROMACS »1/3/10 nodes
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Introduction

Thesis

” RQ1: How does the security attestation of TEEs work?

A B
Virtual Machine Memory| |Virtual Machine Memory
Application {E‘T_EE—: Application
‘a TEE
Hypervisor Hypervisor
I: Hardware l: Hardware
v"Secure CPU Instruction Set VSecure CPU Instruction Set

Figure 2.4: TEE cloud computing [15]

A: Virtual machine-based model, the whole memory of the virtual

machine is encrypted.

B: Process-based model, only the memory of the enclave is encrypted.
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” RQ1: How does the security attestation of TEEs work?

SNPGUEST Extended Attestation Workflow

Guest System
Ble=—— == g e
| <3 ubuntu@control.cloud.digimed.Irz.de (2) £ X
[] S 1 | ubuntu@cpu-sev-1:~$ ./sevctl/target/release/sevctl ok
snpguest Feport - [ PASS 1] - AMD CPU
Empty [ PASS ] - Microcode support
[] [ FAIL ] - Secure Memory Encryption (SME)
Contents — [ PASS ] - Secure Encrypted Virtualization (SEV)
[ FAIL ] - Encrypted State (SEV-ES)
snpguest certificatés > [ FAIL ] - Secure Nested Paging (SEV-SNP)
[ EZD Cz} [ SKIP ] - VM Permission Levels
[ SKIP ] - Number of VMPLs
" (25 [ PASS ] - Physical address bit reduction: 1
- [ PASS ] - C-bit location: 51
R o [ PASS ] - Number of encrypted guests supported simultaneously: 0
[ PASS ] = Minimum ASID value for SEV-enabled, SEV-ES disabled guest: 0
[ FAIL ] - SEV enabled in KVM: Error - /sys/module/kvm_amd/parameters/se
. v does not exist
[ FAIL ] - SEV-ES enabled in KVM: Error - /sys/module/kvm_amd/parameters
/sev_es does not exist
[ FAIL ] - Reading /dev/sev: /dev/sev not readable: No such file or dire
ctory (os error 2)
[ FAIL ] - Writing /dev/sev: /dev/sev not writable: No such file or dire
) ctory (os error 2)
[ PASS ] - Page flush MSR: /100
[ FAIL ] - KVM supported: Error reading /dev/kvm: (No such file or directory
(os error 2))
snpguest verlfy attestation [ PASS ] - Memlock resource limit: Soft: 982831104 | Hard: 982831104
Error: One or more tests 1in sevctl-ok reported a failure
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P RQ2: How is Usability affected when TEEs are implemented in a confidential
HPCaaS?
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P RQ2: How is Usability affected when TEEs are implemented in a confidential

HPCaaS?
EN ISO 9241-11:2018
User |
desired result
Task
R
Equipment extent to which a certain
goal could be achieved
Environment il
Context of Use
MEASURES FOR USABILITY
Effectiveness
result of -
interaction EffICIeI'\Cy
Satisfaction
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P RQ2: How is Usability affected when TEEs are implemented in a confidential

I | I C a a S ) Launch Instance
Details * Flavours manage the sizing for the compute, memory and storage capacity of the instance.
Allocated
Source * Displaying 0 items
Name VCPUS RAM Total Disk Root Disk Ephemeral Disk Public
Nefars - Select a flavour from the available flavours below.
Displaying 0 items
Network Ports
Fronten o S openstack.  mee-
Security Groups - Select one
Key Pair Q | Click here for filters or full text search. X Project v .
y Project / Compute / Images
Configuration Displaying 6 items API Access
Name VCPUS RAM Total Disk Root Disk Ephemeral Disk Public
Server Groups Compute v I I I lag eS
> dummy 2 1GB 10 GB 10 GB 0GB Yes *
Scheduler Hints .
Overview
> 2C-4-20 2 4GB 20 GB 20 GB 0GB Yes *
Metadata Q | sev %+ Create Image 1 Delete Images
Instances
> 16C-8-0 16 8 GB 0GB 0GB 0GB Yes *
Displaying 3 items
> 6C-8-50-sev 6 8 GB 50 GB 50 GB 0GB Yes 2
Kev Pairs O Name Type Status Visibility Protected
v 6C-8-50 6 8GB 50 GB 50 GB 0GB Yes * y
202401121711_Before . .
Impact on your quota Server Groups o > GRUB EDIT Snapshot  Active Private No Launch | ~
Total Instances Total VCPUs Total RAM
(200 Max) (400 Max) (512000 MB Max) Volumes > ] ]
N O > cpu-sev-factory-2 Snapshot  Active Private No Launch |+
14% 42% 44% Network >
O > ubuntu-22.04 Image Active Public Yes Launch =~
DN
M 28 Current Usage [l 160 Current Usage Ml 218112 Current Usage S > ] .
1 Added [16 Added [18192 Added Displaying 3 items
171 Remaining 234 Remaining 285696 Remaining Identity >
Total Volumes Total Volume Storage
(200 Max) (10000 GiB Max)
L 4 L 4
1% 12%
M 21 Current Usage [l 1135 Current Usage
11 Added [150 Added
178 Remaining 8815 Remaining
> 16C-16-30 16 16GB 30GB 30 GB 0GB Yes *
Displaying 6 items
% Cancel < Back Next > & Launch Instance
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P RQ2: How is Usability affected when TEEs are implemented in a confidential
HPCaaS?

Backend
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P RQ2: How is Usability affected when TEEs are implemented in a confidential
HPCaaS?

Backend P Prerequisites: P Limits:

P QEMU-KVM with libvirt.virt_type (driver) ? Permanent:

P At least one of the Nova compute nodes must be

capable of supporting SEV 2On the first generation of EPYC

machines, the number of guests is

P Flavor/image requirements: limited to 15
PFlavor property hw:mem_encryption=true »OS needs to support SEV
>In any case, SEV instances have to have > Impermanent:
their boot images with hw_firmware_type
property set to uefi P Live migration and suspension of VMs
Plmages property have to have > PCI passthrough to VMs
hw_machine_type=q35 or per compute
node via libvirt.hw_machine_type set to PBoot disk limited to virtio
x86 64=q35
Introduction Thesis Methodology Results Conclusion
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P RQ3: How is Performance affected when TEEs are implemented in a
confidential HPCaaS?
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P RQ3: How is Performance affected when TEEs are implemented in a

confidential HPCaaS?

ISO/IEC/IEEE 15939:2017

Introduction

Reguirements for Measurement

Measurement User Feedback

Technical and

Information Needs

Management
Processes

Information Products

Establish

Core Measurement Process

Plannin
& Sustain Commitment / _Frepare for Inforrnati%n Perform
Measurement Measurement Measurement _
Commitment 6.3.2 6.3.3 Information
6.3.1 Products &

Performance
Measures

Information Products

Evaluate
Measurement

: and Results
Measurement Experience Base |-

6.3.4

Scope of ISO/IEC/IEEE 15935

Improvement Actions
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P RQ3: How is Performance affected when TEEs are implemented in a

confidential HPCaaS?

Benchmarks - MFLOPS Accounting

cpu

benchRIB cmet_eq benchBFC
M-Flops 925205908.230 14527316278.663 34223340.327

Table 5.1: Partition cpu - Single Node - Mega-Flops Accounting

cpu-sev

benchRIB cmet_eq benchBFC
M-Flops 925063918.719 14542858037.511 34287275.083

Table 5.2: Partition cpu-sev - Single Node - Mega-Flops Accounting

Introduction

cpu

benchRIB cmet_eq benchBFC
M-Flops 938244867.570 15230958917.053 35912739.227

Table 5.5: Partition cpu - Three-Node Cluster - Mega-Flops Accounting

cpu-sev

benchRIB cmet_eq benchBFC
M-Flops 938197070.312 15228015556.021 35903490.594

Table 5.6: Partition cpu-sev - Three-Node Cluster - Mega-Flops Accounting

Thesis Methodology Results

cpu

benchRIB cmet_eq benchBFC
M-Flops 1071630614.665 15299855815.791 58838419.978

Table 5.9: Partition cpu - Small Cluster - Mega-Flops Accounting

cpu-sev

benchRIB cmet_eq benchBFC
M-Flops 1104463557.104 19590361804.160 47120266.026

Table 5.10: Partition cpu-sev - Small Cluster - Mega-Flops Accounting

Conclusion
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P RQ3: How is Performance affected when TEEs are implemented in a

confidential HPCaaS?

Benchmarks - Time Accounting

cpu

benchRIB cmet_eq benchBFC
Wall t (s) 3208.421  53174.533  214.008
Core t (s) 19250.521 319047.194 1284.048
Effective t (mm:ss) 53:28 14h46:14 3:40

Table 5.3: Partition cpu - Single Node - Time Accounting

cpu-sev
benchRIB cmet_eq benchBFC
Wall t (s) 2697.893  60848.689  151.757
Core t (s) 16187.353  365092.133 910.543
Effective t (mm:ss) 44:57 16h54:08 2:31

Table 5.4: Partition cpu-sev - Single Node - Time Accounting

cpu

benchRIB cmet_eq benchBFC
Wall t (s) 2278.896  37748.322  106.490
Core t (s) 41020.113  679469.783 1916.798
Effective t (mm:ss) 37:58 10h29:08 1:46

Table 5.7: Partition cpu - Three-Node Cluster - Time Accounting

cpu-sev

benchRIB cmet_eq benchBFC
Wall t (s) 2300.233  37748.322  107.563
Core t (s) 41403.986 679469.783 1936.119
Effective t (mm:ss) 38:20 11h19:57 1:48

Table 5.8: Partition cpu-sev - Three-Node Cluster - Time Accounting

cpu

benchRIB cmet_eq  benchBFC
Wall t (s) 1153.569  21768.311 86.232
Core t (s) 69212.669 1306098.487 5173.522
Effective t (mm:ss) 19:16 6h02:48 1:26

Table 5.11: Partition cpu - Small Cluster - Time Accounting

cpu-sev
benchRIB cmet_eq  benchBFC
Wall t (s) 665.509 22587.554 87.012
Core t (s) 39919.275 1355252.592 5219.928
Effective t (mm:ss) 11:05 6h16:27 1:27

Table 5.12: Partition cpu-sev - Small Cluster - Time Accounting
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> Course of project

» 01.09.2023 - 15.01.2024

2 Phase I: Information gathering, familiarisation with the LRZ Compute Cloud (CC)
01.09.2023 - 01.10.2023

2 Phase II: Writing the thesis

02.10.2023 - 08.12.2023

2 Phase Ill: Writing the thesis, Working on DigiMed prototype system
09.12.2023 - 15.01.2024

Introduction Thesis Methodology Results

Conclusion
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> Challenges

P Phase I: Information gathering, familiarisation with the LRZ Compute Cloud (CC)
B Complexity and limits
P 1SO norm sources
P Structure

P Phase ll: Writing the thesis
P Set up the access to the prototype
P Portability of seminar work
P Set up failover strategies in case of failure in different layers
® Programmierprojekt

2 Phase IlI: Writing the thesis, Working on DigiMed prototype system
P Balance between external work and writing
® Scheduling possibilities of correction
P Adjustments regarding complexity and limits

P Programmierprojekt

Introduction Thesis Methodology Results Conclusion
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P RQ1: How does the security attestation of TEEs work?

P Guest requests an attestation report and finally verifies it

P Interactions are done via VIirTEE tools

P Security attestation was not available as AMD SEV was not available to its full extent, SNP features were necessary
P RQ2: How is Usability affected when TEEs are implemented in a confidential HPCaaS?

P Frontend: Users need to choose the right image to deploy a VM with SEV enabled

P Backend: SEV partition is limited to 15 guests per host, SEV prerequisites need to be fulfilled on the OpenStack flavour or image
P RQ3: How is Performance affected when TEEs are implemented in a confidential HPCaaS?

P Performance of SEV partition is slightly lower than the one of the non-SEV partition

P Occasionally even better

P Figures seem satisfying, the number of nodes is limited to ten

Introduction Thesis Methodology Results Conclusion
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? Next steps:
2 Full implementation of AMD SEV-SNP
P Migration of real use cases

P Capacities of up-scale HPC cluster

Introduction Thesis Methodology Results Conclusion
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